
After his retirement from Columbia, Serber returned
twice to Los Alamos. His 1983 visit was part of the labo-
ratory’s fortieth anniversary, where he and many of his col-
leagues gave talks and lectures related to the scientific
work of the wartime laboratory. Serber returned again for
the laboratory’s fiftieth anniversary in 1993, accompanied
by his son William.

Robert Serber died 1 June 1997 following surgery for
brain cancer. He was eighty-eight. As his longtime col-
league Wolfgang Panofsky said in Serber’s New York Times
obituary, “Serber’s talent was being able to comprehend a
theory at its widest and narrowest points and to commu-
nicate that information to others.” This ability enabled
Serber to play an important role in the advancement of
physics during one of its most exciting periods.
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SHANNON, CLAUDE ELWOOD (b.
Petoskey, Michigan, 30 April 1916, d. Medford, Massa-
chusetts, 24 February 2001), engineering sciences, commu-
nication sciences, cryptography, information theory.

Shannon is first and foremost known as a pioneer of
the information age, ever since he demonstrated in his
seminal paper “A Mathematical Theory of Communica-
tion” (1948) that information could be defined and meas-
ured as a scientific notion. The paper gave rise to
“information theory,” which includes metaphorical appli-
cations in very different disciplines, ranging from biology
to linguistics via thermodynamics or quantum physics on
the one hand, and a technical discipline of mathematical
essence, based on crucial concepts like that of channel
capacity, on the other. Shannon never showed much
enthusiasm for the first kind of informal applications. He
focused on the technical aspects and also contributed sig-
nificantly to other fields such as cryptography, artificial
intelligence, and domains where his ideas had their roots
and could be readily applied in a strict fashion, that is,
telecommunications and coding theory.

Formative Years. Claude Elwood Shannon was the son of
Claude Shannon Sr. (1862–1934), a businessman who
was also a judge of probate, and Mabel Wolf Shannon
(1880–1945), a high school principal. Until the age of six-
teen, he lived in Gaylord, Michigan, where his mother
worked. His youth was to prove a decisive influence on his
life as a scientist: his grandfather was a tinkerer, possessed
a patent on a washing machine, and created various—
sometimes nonsensical—objects. By the time he gradu-
ated from high school, the young Shannon had already
built a radio-controlled boat and a telegraphic system to
communicate with a friend nearly a mile away, using
barbed wires. He made some pocket money by fixing var-
ious electrical devices, such as radios, and he admired Edi-
son, with whom he discovered later that he shared a
common ancestor.

Serber Shannon
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Shannon left Gaylord in 1932 for the University of
Michigan, where he studied both electrical engineering
and mathematics, obtaining in 1936 a bachelor of science
degree in both fields. He then found a way to match his
tinkering capacities with his knowledge in electrical engi-
neering, working in the Department of Electrical Engi-
neering at the Massachusetts Institute of Technology
(MIT) on the maintenance of the differential analyzer
that had been constructed by Vannevar Bush
(1890–1974). Bush was to become his mentor over the
next decades. It was in Bush’s department that Shannon
wrote his master’s thesis, titled “Symbolic Analysis of
Relay and Switching Circuits,” which he submitted on 10
August 1937. In an interview, Shannon recalled in 1987: 

The main machine was mechanical with spinning
disks and integrators, and there was a complicated
control circuit with relays. I had to understand
both of these. The relay part got me interested. I
knew about symbolic logic at the time from a
course at Michigan, and I realized that Boolean
algebra was just the thing to take care of relay cir-
cuits and switching circuits. I went to the library
and got all the books I could on symbolic logic
and Boolean algebra, started interplaying the two,
and wrote my Master’s thesis on it. That was the
beginning of my great career! (Sloane and Wyner,
eds., 1993, p. xxv)

The insight was decisive: It constituted “a landmark
in that it helped to change digital circuit design from an
art to a science” (Goldstine, 1972, p. 119). His study dealt
with the circuits based on relays and switching units, such
as automatic telephone exchange systems or industrial
motor equipment. He developed rigorous methods for
both analysis and synthesis of circuits, showing how they
could be simplified. At this time, he probably had his first
intuitions on the relations between redundancy and relia-
bility, which he was to deepen later. That his stance was
both theoretical and practical becomes clear at the end of
his master’s thesis, where he illustrated his approach with
five circuits: a selective circuit, an electronic combination
lock, a vote counting circuit, a base-two adder, and a fac-
tor table machine.

This dual approach was also revealed in an impor-
tant letter that Shannon sent to Bush in February 1939. 
He wrote that “Off and on [he had] been working 
on an analysis of some of the fundamental properties 
of general systems for the transmission of intelli-
gence, including telephony, radio, television, telegraphy, 
etc.” He stated that “Practically all systems of com-
munication may be thrown into the following form: 

f1(t) is a general func-
tion of time (arbitrary except for certain frequency limita-
tions) representing the intelligence to be transmitted. It

represents for example, the pressure-time function in
radio and telephony, or the voltage-time curve output of
an iconoscope in television.”

Shannon was awarded the Alfred Noble Prize of the
American Society of Civil Engineers for his master’s thesis
in 1940. He continued to work on the use of algebra to
deepen analogies and began his doctoral studies in math-
ematics, with the same supervisor, the algebraist Frank L.
Hitchcock. The topic, however, stemmed from Bush, who
suggested that Shannon apply Boolean algebra to genetics,
as he had to circuits. The result of his research was submit-
ted in the spring of 1940 in his thesis “An Algebra for
Theoretical Genetics.” Meanwhile, Shannon had also
published his “Mathematical Theory of the Differential
Analyzer” (1941) and during the summer of 1940 had
started working at the Bell Laboratories, where he applied
the ideas contained in his master’s thesis. He also spent a
few months at the Institute for Advanced Study in Prince-
ton working under Hermann Weyl thanks to a National
Research Fellowship, and he then returned to the Bell
Labs, where he worked from 1941 to 1956.

The Impact of World War II. Any scientist who worked
in public institutions, private companies, or universities at
this time became increasingly engaged in the war effort.
From 1940 onward, interdisciplinary organizations were
founded: first the National Defense Research Committee
(NDRC, June 1940), under the supervision of Vannevar
Bush, and later the Office of Scientific Research and
Development (May 1941), which included the NDRC
and medical research. Shannon soon became involved in
this war-related research, mainly with two projects.

The first project focused on anti-aircraft guns, which
were so important in defending Great Britain under the V1
bombs and V2 rockets and more generally for air defense.
Because World War II planes flew twice as high and twice
as fast as those of World War I, the fire control parameters
had to be automatically determined by means of radar data.
Shannon was hired by Warren Weaver, at the time also head
of the Natural Sciences Division of the Rockefeller Founda-
tion. He worked with Richard B. Blackman and Hendrik
Bode, also from Bell Labs. Their report, “Data Smoothing
and Prediction in Fire-Control Systems,” pointed in the
direction of generality in signal processing. Fire control was
seen as “a special case of the transmission, manipulation,
and utilization of intelligence.” They stated that there was
“an obvious analogy between the problem of smoothing the
data to eliminate or reduce the effect of tracking errors and
the problem of separating a signal from interfering noise in
communications systems” (Mindell, Gerovitch, and Segal,
2003, p. 73).

The second project was in the field of cryptography.
At the outbreak of the war, communications could be 

f f1(t) T F(t) R (t)2→ → → →
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easily intercepted. The main transatlantic communication
meant for confidential messages was the A3 telephone sys-
tem developed at Bell Labs, which simply inverted parts of
the bandwidth and was easily deciphered by the Germans.
Shannon worked on the X-System, which solved this
problem, and met British mathematician Alan Turing
during this time. Turing had come to Bell Labs to coordi-
nate British and American research on jamming, but the
“need-to-know” rule that prevailed prevented them from
engaging in a real exchange on these issues. The quintes-
sence of Shannon’s contribution to war cryptography can
be found in a 1945 report (declassified in 1957) titled “A
Mathematical Theory of Cryptography,” which outlined
the first theory, relying on both algebraic and probabilis-
tic theories. Shannon explained that he was interested in
discrete information consisting of sequences of discrete
symbols chosen from a finite set. He gave definitions of
redundancy and equivocation, and also of “information.” 
Trying to quantify the uncertainty related to the 
realization of an event chosen among n events for which 
a probability pi is known, he proposed the formula 

where H was at first merely a measure 

of uncertainty. He then showed that this formula verified
eleven properties such as additivity (information brought
by two selections of an outcome equals the sum of the
information brought by each event) or the fact that H was
maximum when all the events had the same probability
(which corresponds to the worst case for deciphering). For
the choice of the letter H, obviously referring to Boltz-
mann’s H-Theorem, he explained that “most of the
entropy formulas contain terms of this type” (Sloane and
Wyner, 1993, pp. 84–142). According to some authors, it
might have been John von Neumann who gave Shannon
the following hint:

You should call it entropy, for two reasons. In the
first place your uncertainty function has been
used in statistical mechanics under that name, so
it already has a name. In the second place, and
more important, no one really knows what
entropy really is, so in a debate you will always
have the advantage. (Tribus, 1971, p. 179)

From Cryptography to Communication Theory. In his
1945 memorandum, Shannon also developed a general
schema for a secured communication. The key source was
represented as a disturbing element conceptualize as a
“noise,” similar to the message, but apart from that, the
schema was similar to the one he described in 1939 in his
letter to Bush. Shannon always kept this goal in mind,
even when he worked in cryptology. In 1985, Shannon
declared to Price “My first getting at that was information
theory, and I used cryptography as a way of legitimizing

the work. … For cryptography you could write up any-
thing in any shape, which I did” (Price, 1985, p. 169).

Relying on his experience in Bell Laboratories, where
he had become acquainted with the work of other
telecommunication engineers such as Harry Nyquist and
Ralph Hartley, Shannon published in two issues of the
Bell System Technical Journal his paper “A Mathematical
Theory of Communication.” The general approach was
pragmatic; he wanted to study “the savings due to statisti-
cal structure of the original message” (1948, p. 379), and
for that purpose, he had to neglect the semantic aspects of
information, as Hartley did for “intelligence” twenty years
before (Hartley, 1928, p. 1). For Shannon, the communi-
cation process was stochastic in nature, and the great
impact of his work, which accounts for the applications in
other fields, was due to the schematic diagram of a general
communication system that he proposed. An “informa-
tion source” outputs a “message,” which is encoded by a
“transmitter” into the transmitted “signal.” The received
signal is the sum of the transmitted signal and unavoid-
able “noise.” It is recovered as a decoded message, which
is delivered to the “destination.” The received signal,
which is the sum between the signal and the “noise,” is
decoded in the “receiver” that gives the message to desti-
nation. His theory showed that choosing a good combina-
tion of transmitter and receiver makes it possible to send
the message with arbitrarily high accuracy and reliability,
provided the information rate does not exceed a funda-
mental limit, named the “channel capacity.” The proof of
this result was, however, nonconstructive, leaving open
the problem of designing codes and decoding means that
were able to approach this limit.

The paper was presented as an ensemble of twenty-
three theorems that were mostly rigorously proven (but
not always, hence the work of A. I. Khinchin and later A.
N. Kolmogorov, who based a new probability theory on
the information concept). Shannon’s paper was divided
into four parts, differentiating between discrete or contin-
uous sources of information and the presence or absence
of noise. In the simplest case (discrete source without
noise), Shannon presented the H formula he had already
defined in his mathematical theory of cryptography,
which in fact can be reduced to a logarithmic mean. He
defined the bit, the contraction of “binary digit” (as sug-
gested by John W. Tukey, his colleague at Bell Labs) as the
unit for information. Concepts such as “redundancy,”
“equivocation,” or channel “capacity,” which existed as
common notions, were defined as scientific concepts.
Shannon stated a fundamental source-coding theorem,
showing that the mean length of a message has a lower
limit proportional to the entropy of the source. When
noise is introduced, the channel-coding theorem stated
that when the entropy of the source is less than the capac-
ity of the channel, a code exists that allows one to 
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transmit a message “so that the output of the source can
be transmitted over the channel with an arbitrarily small
frequency of errors.” This programmatic part of Shannon’s
work explains the success and impact it had in telecom-
munications engineering. The turbo codes (error correc-
tion codes) achieved a low error probability at information
rates close to the channel capacity, with reasonable com-
plexity of implementation, thus providing for the first
time experimental evidence of the channel capacity theo-
rem (Berrou and Glavieux, 1996).

Another important result of the mathematical theory
of communication was, in the case of a continuous source,
the definition of the capacity of a channel of band 
W perturbed by white thermal noise power N when 
the average transmitter power is limited to P, given by 

which is the formula reproduced on 

Shannon’s gravestone. The 1948 paper rapidly became
very famous; it was published one year later as a book,
with a postscript by Warren Weaver regarding the seman-
tic aspects of information.

Entropy and Information. There were two different read-
ings of this book. Some engineers became interested in the
programmatic value of Shannon’s writings, mostly to
develop new coding techniques, whereas other scientists
used the mathematical theory of communication for two
reasons: on one hand, a general model of communication;
and on the other, the mathematical definition of informa-
tion, called “entropy” by Shannon. Those ideas coalesced
with other theoretical results that appeared during the war
effort, namely the idea of a general theory for “Control
and Communication in the Animal and the Machine,”
which is the subtitle of Cybernetics, a book Norbert
Wiener published in 1948. Shannon, von Neumann,
Wiener, and others were later called “cyberneticians” dur-
ing the ten meetings sponsored by the Macy Foundation,
which took place between 1946 and 1953. Shannon and
Weaver’s 1949 book, along with the work by Wiener,
brought forth a so-called “information theory.”

Rapidly, connections were made between informa-
tion theory and various fields, for instance in linguistics,
where influences went in both directions. In order to be
able to consider “natural written languages such as Eng-
lish, German, Chinese” as stochastic processes defined by
a set of selection probabilities, Shannon relied on the work
of linguists, who, in turn, were vitally interested in the cal-
culus of the entropy of a language to gain a better under-
standing of concepts like that of redundancy (Shannon,
1951). Roman Jakobson was among the most enthusiastic
linguists; he had participated in one of the Macy meetings
in March 1948. At the very beginning of the 1950s, in
most disciplines, new works were presented as “applica-
tions” of information theory, even if sometimes the appli-

cation only consisted of the use of logarithmic mean. Try-
ing to understand the connections between molecular
structure and genetic information—a couple of months
before the discovery of the double helix for the structure
of DNA—Herman Branson calculated, in a symposium
entitled “The Use of Information Theory in Biology,” the
information quantity (H) contained in a human. He gave
the expression “H(food and environment) = H(biological
function) + H(maintenance and repair) + H(growth, dif-
ferentiation, memory)” (Quastler, 1953, p. 39). Henry
Quastler came to the conclusion, as did Sidney Dancoff,
that “H(man)” was about 2 x 1028 bits (p. 167).

Taking issue with these different kinds of applica-
tions, Shannon in 1956 wrote a famous editorial, pub-
lished in the Transactions of the Institute of Radio Engineers,
with the title “The Bandwagon.” As he stated, referring to
his 1948 paper, “Starting as a technical tool for the com-
munication engineer, it has received an extraordinary
amount of publicity in the popular as well as the scientific
press. In part, this has been due to connections with such
fashionable fields as computing machines, cybernetics,
and automation; and in part, to the novelty of its subject
matter. As a consequence, it has perhaps been ballooned
to an importance beyond its actual accomplishments.” At
this time, some applications of information theory already
reflected a mood, essentially based on a loose, rather than
a scientific definition of information. Forty years later, the
project of “information highways,” presented to promote
the Internet, partly relied on the same idea.

Shannon as a Pioneer in Artificial Intelligence. At the
time Shannon published his relatively pessimistic editorial,
he was already engaged in other research, typically related
to his ability to combine mathematical theories, electrical
engineering, and “tinkering,” namely, artificial intelligence.
Shannon coauthored the 1955 “Proposal for the Dart-
mouth Summer Research Project on Artificial Intelli-
gence,” which marked the debut of the term “artificial
intelligence.” Together with Nathaniel Rochester, John
McCarthy, and Marvin L. Minsky, he obtained support
from the Rockefeller Foundation to “proceed on the basis
of the conjecture that every aspect of learning or any other
feature of intelligence can in principle be so precisely
described that a machine can be made to simulate it.” In
explaining his own goal, Shannon named two topics.

The first topic, presented as an “application of infor-
mation theory,” was based on an analogy: in the same way
that information theory was concerned with the reliable
transmission of information over a noisy channel, he
wanted to tackle the structure of computing machines in
which reliable computing is supposed to be achieved using
some unreliable elements, a problem to which John von
Neumann devoted considerable attention. Starting from
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this parallel, notions such as redundancy and channel
capacity were to be used to improve the architecture of
computing machines.

The second topic dealt with the way in which a
“brain model” can adapt to its environment. This had no
direct link with information theory but was more related
to the work Shannon had presented during the eighth
Macy meeting, in March 1951, where he gathered with
other cyberneticians. Shannon demonstrated an electro-
mechanical mouse he called Theseus, which would be
“taught” to find its way in a labyrinth. In his Dartmouth
proposal, Shannon put the emphasis on “clarifying the
environmental model, and representing it as a mathemat-
ical structure.” He had already noticed that “in discussing
mechanized intelligence, we think of machines perform-

ing the most advanced human thought activities—prov-
ing theorems, writing music, or playing chess.” He posited
a bottom-up approach in the “direction of these advanced
activities,” starting with simpler models, as he had done in
his 1950 paper entitled “Programming a Computer for
Playing Chess.” In this first published article on computer
chess, Shannon offered the key elements for writing a
“program,” such as an “evaluation function” or a “mini-
max procedure.”

A Complex Legacy. Shannon’s contributions to artificial
intelligence have often been neglected because of the
enormous aura. He is so well known for his work on infor-
mation theory that his credit for AI is often ignored. Most
history of AI does not even mention his presence at the
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Dartmouth meeting of information theory. None of the
works he wrote after the 1950s received such recognition.
He left Bell Labs for the Massachusetts Institute of Tech-
nology (MIT) in 1956, first as a visiting professor; he was
a permanent member of the Research Laboratory of Elec-
tronics at MIT for twenty years, starting in 1958, after he
had spent a year as a fellow at the Center for Advanced
Study in the Behavioral Sciences in Palo Alto.

Most of his scientific work was devoted to the promo-
tion and deepening of information theory. Shannon was
invited to many countries, including the Soviet Union in
1965. While there, giving a lecture at an engineering con-
ference, he had an opportunity to play a chess match
against Mikhail Botvinik. He tackled the case of transmis-
sion with a memoryless channel (a noisy channel where
the noise acts independently on each symbol transmitted
through the channel). It is on this topic that he published
his last paper related to information theory, as early as
1967, with Robert G. Gallager and Elwyn R. Berlekamp.

In the late 1960s and 1970s, Shannon became inter-
ested in portfolio management and, more generally,
investment theory. One of his colleagues at Bell Labs,
John L. Kelly, had shown in 1956 how information the-
ory could be applied to gambling. Together with Ed
Thorp, Shannon went to Las Vegas to test their ideas. In
1966 they also invented the first wearable computer at
MIT that was able to predict roulette wheels.

Shannon never gave up constructing eccentric
machines, like the THROBAC (THrifty ROman-numeral
BAckward-looking Computer) he built in the 1950s, the
rocket-powered Frisbee, or a device that could solve the
Rubik’s Cube puzzle. He developed many automata, many
of which he kept at his home: among others, a tiny stage
on which three clowns could juggle with eleven rings,
seven balls, and five clubs, all driven by an invisible mech-
anism of clockwork and rods. Juggling was one of his pas-
sions, which also included playing chess, riding a unicycle,
and playing to clarinet. In the early 1980s Shannon began
writing an article for Scientific American called “Scientific
Aspects of Juggling,” which he never finished (Sloane and
Wyner, 1993, pp. 850–864).

At the dawn of the twenty-first century, Shannon’s
contributions are manifold. Whereas there are still appli-
cations that only consist of using the logarithmic mean or
the schematic diagram of a general communication sys-
tem (applications he condemned in his 1956 editorial,
“The Bandwagon”), there are also numerous new fields
that could not be defined without referring to his work. In
the field of technology, coding theories that are applied to
compact discs or deep-space communication are merely
developments of information theory. In mathematics,
entire parts of algorithmic complexity theory can be seen
as resulting from the development of Shannon’s theory. In

biology, the protean use made of the expression “genetic
information” explains the development of molecular biol-
ogy (Fox Keller, Kay and Yockey). From the 1990s
onward, in physics, the domain of “quantum informa-
tion” took off around the definition of qubits, which
extended the bit initially used by Shannon to measure
information. Shannon unfortunately could not take part
in these developments nor take them into account; from
the mid-1990s he struggled with Alzheimer’s disease, to
which he succumbed in February 2001.
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SHATSKIY, NIKOLAY SERGEYE-
VICH (b. Moscow, USSR, 28 August 1895; d.
Moscow, 1 August 1960), geology, geotectonics, history of
geology.

Shatskiy was born in Moscow on 28 August 1895. At
an early age he showed great interest in and a natural flair

for earth sciences. In his early twenties he was already a
prominent geologist, leading geological investigations into
the Southern Volga regions, the geography around
Moscow, the northern Donets Basin, the Caucasus and the
Cisbaikal and Transbaikal regions. Shatskiy developed the
method of comparative tectonic maps, led geological inves-
tigations into, and contributed to the history of geology. 

Early Years. Established as an academic, Shatskiy pub-
lished his first paper in 1922 and went on to become one
of the foremost authorities on geotectonics in the USSR.

His career path was as an academic, though he
retained an enthusiasm for practical fieldwork throughout
his life. From 1922 to 1932 he was an exploration geolo-
gist before joining the Moscow Geological Exploration
Institute as a lecturer. By the end of the 1940s he was head
of the Tectonic Department at the Geological Institute of
the USSR Academy of Sciences. From 1940 onward,
supervising a team of geologists, he guided the compila-
tion of all USSR and related tectonic maps, including the
maps of USSR and neighboring countries, the Interna-
tional Tectonic Map of Europe, which was only com-
pleted after his death, the Tectonic Map of Eurasia, and
the Tectonic Map of the Artic Regions, edited by Shatskiy
and again published after his death.

However, as committed as he was to the practical
observation and study of geology in the field, he was one
of the school of geologists who felt that the study of the
history of geology was equally important to the under-
standing of the subject. This enabled him to take a broad
view of geological interpretation, crossing the more spe-
cialist subject boundaries, and led him to make many inci-
sive deductions that stood the test of time. Unlike many
of his generation throughout the world who became pro-
gressively more specialized, Shatskiy’s method of studying
geological problems predated the rise of the much wider
studies now termed Earth Systems Science.

Shatskiy established theories and techniques new to
the study of geology in USSR in the 1930s and 1940s in
the areas of stratigraphy, lithology, and tectonics, believing
that tectonics almost always related to all areas of geolog-
ical investigations. For this reason, the investigations he
led were often large and comprehensive affairs, crossing
specialist boundaries and often were at odds with more
focused studies undertaken by his contemporaries. How-
ever, on many occasions the more specific studies often
yielded results that linked them directly into the broader
interpretations defined by Shatskiy’s work.

Work on Geotechtonics. A strong leader in the field of
geotectonics, Shatskiy’s ideas and notations became stan-
dard and generally were accepted in the USSR from the
1930s through to 1960, when he died. However, the

Shatskiy Shatskiy
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